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Prediction accuracy (pearson correlation) on held-out set:

Main result: demonstrating complex selectivity

We built a transformer-based brain encoder to predict brain activity from 
visual features [3] [5]. We trained the model on the NSD dataset [1], which 
includes up to 30,000 image-fMRI pairs from 8 subjects. 

Each hemisphere is divided up into ~500 parcels using k-means 
clustering. Each parcel groups 200–400 voxels based on correlated 
responses.

We used a diffusion model, BrainDIVE [2], to generate images that would 
maximally activate a given parcel. The encoder model serves as a “digital 
twin” that is fully observable, upon which we perform extensive 
experimentation to better understand selectivity beyond the visual cortex.

Extensive neuroimaging experiments, especially functional magnetic resonance imaging (fMRI), 
have mapped a few prominent categories—faces, places, words, bodies, and food—to dedicated 
brain regions. But visual perception goes beyond simple categories and it remains an open 
question what higher-level visual concepts enable humans to make sense of the complex world.

Here, we leverage recent advances in artificial intelligence and a large-scale fMRI dataset to 
explore the visual selectivity of brain regions beyond the well-studied visual cortex. We found 
many parcels with more complex selectivity transcending simple categorical concepts.
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Sanity check: selectivity of known regions (FFA)
Since the parcellation is determined with an unsupervised method 
and no spatial constraints, some parcels are not contiguous. We will 
explore the selectivity of these parcels in the rest of the experiment.

As expected, our model performs 
well on predicting activity in the 
visual cortex. Several areas 
beyond the visual cortex are also 
well-predicted, which may offer 
insight into downstream visual 
processing.

We start by demonstrating the selectivity of a parcel that overlaps significantly with a known region (a), 
the fusiform face area, which is known to respond to faces [7]. We chose images from the NSD, our 
generated set, and Imagenet [4] that maximally activate the parcel (c). The images consistently include 
faces, as expected (b). The distribution of generated images is at the very tail end of both datasets (c).
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We next explore the selectivity of a parcel in the frontal region of brain (a), chosen because it is visually 
responsive and well-predicted by our model. The images that maximally activate the area seem to 
include bottles with words (c). The model trained on NSD (a relatively small dataset) reveals complex 
selectivity that can only be discovered using generative models or large-scale image retrieval.


